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*8p Introducing a broad range of topics in Machine Learning theory.
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(Please join the line group: https://line.me/R/ti/g/oH86e2jxpo , the

KRB information about distance learning would be announced here. )
1. Introduction Lecture
2. Regression Lecture
3. Deep Learning I Lecture
4. Deep Learning II Lecture
5. CNN I Lecture
6. CNN II Lecture
7. Transformer Lecture
8. Generative Model I Lecture
9. Midterm Exam
10. Generative Model 11 Lecture
11. Self-Supervised Learning I  Lecture
12. Self-Supervised Learning II Lecture
13. Explainable AI I Lecture
14. Explainable AI II Lecture
15. Reinforcement Learning Lecture
16. Life Long Learning Lecture
17. Meta Learning Lecture
18. Final Exam
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To understand the working theory and implementation methods of
Machine Learning.
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The assessments including the midterm, final exam, homeworks, projects
and discussions to make sure student could figure out the contents.
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ARHE A Self-editing slides
43P Self-editing slides
B A1) Please join the line group: https://line.me/R/ti/g/oH86e2jxpo , the

information about distance learning would be announced here.
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